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Avaliação do Risco de Crédito das Operações do BNDES

Patrick Alves

**Resumo**:

O presente trabalho contribui para as avaliações de risco de crédito, ao fazer uso de fontes alternativas de dados, aplicando métodos de aprendizado de máquina para mensuração da probabilidade de inadimplência. Utilizamos a marcação de status das empresas presente nos dados da Receita Federal para treinar modelos de aprendizado de máquina supervisionados, e assim propomos uma metodologia de mensuração dos níveis de risco de crédito nas operações de financiamento do Banco Nacional de Desenvolvimento Econômico e Social (BNDES). Finalmente, mostramos como o conceito de inteligência artificial interpretável (eXplainable AI) pode permitir a interpretabilidade das técnicas de aprendizado de máquina, aumentando o conforto e a confiança dos usuários, e afastando a denominação “caixa-preta” desses modelos.

1. **Introdução**

Imprecisões nas estimativas de risco de crédito das instituições financeiras, eventualmente contribuíram para algumas crises sistêmicas, tal como a crise do subprime de 2008 (Altman, 1998.). As experiencias de efeitos contágio advindos das crises financeiras recentes, levaram as instituições financeiras a dedicar grandes quantidades de recursos para prever o risco de crédito com maior precisão, modificando os paradigmas de mercado na mensuração do risco de crédito. A inovação dos métodos de classificação de risco crédito, e a busca por novas fontes de dados foram algumas das respostas às crises econômicas, afastando as instituições financeiras das análises subjetivas, em direção a metodologias mais objetivas e sofisticadas, fazendo uso do armazenamento de dados em nuvem e explorando fontes de informações.

O crédito é necessário para financiar diversos iniciativas e negócios. Recentemente, credores e empresas de tecnologia financeira (“fintech”) estão procurando usar fontes alternativas de dados e formas inovativas de análise de risco de crédito. Essas inovações podem ampliar o acesso ao crédito, especialmente para pessoas com históricos de crédito escassos. No mercado financeiro do consumidor, dados alternativos referem-se a informações usadas para avaliar a qualidade de crédito que geralmente não fazem parte de um relatório de crédito. Alguns exemplos incluem:

* Pagamentos de aluguel.
* Pagamentos por celular.
* Pagamentos de TV a cabo.
* Sites de reputação on-line.
* Métricas de análise de sentimento de mídias sociais.

O uso de dados alternativos pode expandir o acesso ao crédito, onde mesmo os clientes sem histórico de pagamentos podem ter uma avaliação de risco de crédito com precisão, desde que as fontes alternativas apresentem variabilidade. Outra vantagem é disponibilizar escores alternativos de risco de crédito, que podem ser combinados com escores de bureaus de crédito tradicionais, adicionando fontes de informação na gestão de risco.

Atualmente alguns credores adotam políticas contratuais que exigem escores de crédito acima de determinado limiar, mas sem restringir que sejam escores de *bureaus* de crédito tradicionais. Alguns desses credores podem estar dispostos a conceder o empréstimo, se encontrarem critérios objetivos confiáveis para determinar quais pessoas têm menos probabilidade de inadimplência no empréstimo, com base em fontes de dados alternativas (González-Fernández & González-Velasco; 2020).

Os dados tradicionalmente usados pelos credores e *bureaus* de crédito, podem não refletir todas as atividades que a empresa se envolve. Dados alternativos podem fornecer informações mais atualizadas e em tempo real. Por exemplo, podem existir cadastros desatualizados ou informações incompletas mesmo em dados tradicionais. Os escores de crédito tradicionais são fortemente influenciados pela própria conduta financeira da pessoa física ou jurídica. E alguns dados alternativos não são tão intimamente relacionados a conduta financeira propriamente dita, fazendo tais fontes de informação interessantes para concessão de crédito com objetivos sociais ou para financiar projetos de maior risco, tais como linhas voltadas para inovação tecnologia.

Entretanto, o uso de fontes de dados alternativas pode penalizar ou recompensar certos grupos ou comportamentos de maneiras difíceis de prever. Por exemplo, empresas de cujos processos de produção utilizam solução em nuvem e que adotaram de trabalho remoto universal. Essas empresas podem mudar o endereço de seu estabelecimento sem impactar suas atividades produtivas, e isso pode dar uma falsa impressão de instabilidade que pode afetar seu acesso ao crédito.

**1.1. Escores de Risco de Crédito Contábeis**

Os escores de risco de crédito contábeis são fortemente baseados na comparação de vários índices contábeis de potenciais credores, com os valores médios observados na indústria ou em um clusters de empresas semelhantes. Esses indicadores contábeis são então combinados em um escore de risco de crédito ou probabilidade de inadimplência. Assim, se escore ou probabilidade de risco ultrapassa certo limiar de referência, a operação de crédito é rejeitada. Altman *et al*. (1998) identifica quatro abordagens metodológicas no desenvolvimento de escores contábeis de risco de crédito: (i) o modelo de probabilidade linear, (ii) o modelo *logit*, (iii) o modelo *probit*, e (iv) o modelo de análise discriminante. Entre essas abordagens, destacando-se a análise discriminante e o modelo *logit*. Essas as abordagens utilizam uma função de ligação entre indicadores contábeis e os tomadores de empréstimo inadimplentes e adimplentes.

Os chamados modelos de “risco de ruína” são uma classe de modelos de falência com forte sustentação e utilizados em risco de crédito (Altman *et al*., 1998). Em sua definição mais simples, a falência ocorre quando o valor de mercado dos ativos é inferior às suas obrigações de dívidas. A literatura dos modelos de risco de ruína afirma que, se o valor de mercado dos ativos de uma empresa encontra-se abaixo das suas obrigações com dívidas, então em algum momento ela empresa irá frustrar tais obrigações.

Modelos risco de ruína são encontrados em Wilcox (1973) e Scott (1981). Scott (1983) encontra muitas semelhanças entre o modelo de risco de ruína e os modelos de precificação de opções (OPM) de Black & Scholes (1973), onde a volatilidade do preço das ações de uma empresa é usada como um *proxy* para se obter variabilidade esperada ou implícita nos valores dos ativos, ou seja, o risco dos ativos.

Uma classe de modelos de risco com forte sustentação teórica, utilizam estruturas a termo de spreads de rendimentos de títulos corporativos para obter probabilidades implícitas de inadimplência (Jonkhart, 1979; Iben e Litterman, 1989). Esses modelos derivam taxas a termo implícitas em títulos com e sem risco, extraindo expectativa de inadimplência em diferentes momentos no futuro.

Os chamados modelos de inadimplência e taxa mortalidade (Altman; 1988, 1989) ou modelos de envelhecimento (Asquith *et al.*, 1989), onde as probabilidades de inadimplência são derivadas a partir de dados anteriores de inadimplência de títulos de crédito e o tempo até o seu vencimento. As agências de classificação Moody's (1990) e Standard and Poor's (1991) adotaram esta abordagem de mortalidade em análises de instrumentos financeiros.

Uma tendencia mais recente em risco de crédito é a utilização de aprendizado de máquina, ou mais genericamente inteligência artificial. Esta abordagem faz uso rede relações não-lineares entre as variáveis explicativas, explorando relações latentes que expliquem o risco de crédito. As aplicações mais antigas incluem Altman *et al*. (1994), Coats & Fant (1993) e Turban (1996).

A maior crítica à utilização de inteligência artificial continua sendo a natureza obscura dos algoritmos. Devido à dificuldade de interpretação dos parâmetros e *features*, estes são também referidos como modelos *black box*. Entretanto, recentemente surgiram diversas ferramentas que possibilitam interpretar esses algoritmos, tais como, *Partial Dependence Plot* (Molnar, 2023), valor de SHAP (Lundberg & Lee,2017), gráfico de Efeitos Acumulados Locais (Apley & Zhu, 2020), *Feature Importance* (Janzing, *et al.*, 2020), e LIME (Ribeiro, *et al.*, 2016).

Avanços recentes no poder de computação, disponibilidade de grandes bancos de dados, e armazenagem em nuvem abriram caminho para expansão da mensuração do risco de crédito orientado por IA. Shi, et al. (2022) classificam os algoritmos de aprendizado entre técnicas convencionais, tais como, *k-Nearest Neighbor*, *Random Forest* e *Support Vector Machines*; e redes neurais de aprendizado profundo (*Deep Learning*). Revisão de 76 artigos mostra que as abordagens baseadas em aprendizado profundo (*Deep Learning*) superam as técnicas mais convencionais de aprendizado de máquina (SVM, *k-Nearest Neighbor*, *Random Forest*). Por sua vez as técnicas tradicionais de aprendizado de máquina vez superam as técnicas estatísticas na previsão de risco de crédito, tanto em precisão quanto em eficiência.

González-Fernández *&* González-Velasco (2020) utilizam análise de sentimento para medir o risco de crédito bancário em países europeus, utilizando para isto dados do Google e avaliando um conjunto de palavras-chave relacionadas ao risco de crédito. As classificações de crédito resultantes apresentam grande semelhança com escores tradicionais bancários. Especialmente em tempos de instabilidade financeira, o desempenho do escore baseado em análise de sentimento ultrapassa o risco de crédito baseado em escores tradicionais.

Por sua vez, Giudici *et al.* (2020) realizam estimação de risco de crédito em plataformas de empréstimo *Peer-to-Peer* utilizando medidas de centralidade e similaridade em derivadas da análise de redes. Os autores misturam as medidas alternativas com indicadores financeiros tradicionais. Os resultados encontrados corrigem erros de mensuração típicos encontrados e tais plataformas, melhorando a experiencia do usuário.

1. **Fontes de Dados**

A demanda por maior *accountability* nas finanças públicas tem estimulado algumas iniciativas do governo federal em disponibilizar de bases de dados abertos, contendo microdados de interesse público. Entre essas iniciativas, podemos citar portal o Cadastro Nacional de Pessoas Jurídicas da Receita Federal e o Portal Transparência do BNDES, contendo microdados de empresas. A unidade observacional dos dados disponibilizados é a operação de crédito, contendo o CNPJ censurado das empresas e as condições da operação de crédito (taxa de juros, prazo, amortização, valor do contrato). A unidade observacional das informações da Receita Federal é a matriz empresa, a empresa final e o sócio da empresa, dependendo da tabela relacional. Nosso na concatenação desses dados é desenvolver uma proxy para o risco de crédito dessas operações, relacionando esta medida de risco com as operações do BNDES.

A Receita Federal disponibiliza 03 tabelas da microdados: Empresa, Filiais e Sócios. A tabela de empresas possui em torno de 40 milhões registros, a tabela contendo as filiais aproximadamente 42 milhões de observações, e a tabela de sócios aproximadamente 18 milhões de observações. As informações de empresas, filiais, sócios, bem como as operações de financiamento do BNDES possuem como chave de ligação o CNPJ da empresa.

**2.2 Variável Dependente**

Com introdução das diretrizes de conformidade de Basel II e Basel III, e a necessidade de mais acurácia nas mensurações de risco de crédito, os modelos de análise de sobrevivência ganharam maior importância ao longo dos anos (Dirick *et al.,* 2017). Nesse sentido é estimulado a introdução de novas técnicas para mensuração de risco de crédito e a exploração de novas fontes de dados. Narain (1992) foi a primeira pessoa que sugeriu a utilização de análise de sobrevivência no contexto de risco de crédito. Posteriormente, Dirick *et al.* (2017) avaliam o desempenho dessas técnicas de análise de sobrevivência para mensuração do risco de crédito. Nesse contexto, o interesse é modelar o período até a inadimplência ocorrer (Thomas *et al*., 2002). Deste então diversos autores passaram a utilizar métodos de análise de sobrevivência para mensuração de risco de crédito.

Apesar não utilizando os métodos de análise de sobrevivência, o presente trabalho aproxima-se dessa literatura pela característica da variável dependente. Vamos utilizar os status: 3 – SUSPENSA, 4 – INAPTA e 08 – BAIXADA, como uma proxy de inadimplência das empresas (Tabela 1). Esta classificação encontra-se no campo “Situação Cadastral” (SIT\_CAD) da tabela de Filiais da Receita Federal.

Tabela 1 –Situação Cadastral (SIT\_CAD) da Receita Federal (COD\_MOTIVO)

|  |  |
| --- | --- |
| **Campo** | **Descrição** |
| SITUAÇÃO CADASTRAL:  (SIT\_CAD) | 01 – NULA;  02 – ATIVA;  03 – SUSPENSA;  04 – INAPTA;  08 – BAIXADA |

Assim consideramos que as empresas sob suspensão, inaptas ou baixadas na Receita Federal, são também aquelas com possibilidade de inadimplência entre aquelas financiadas pelo BNDES. A conexão com a análise de sobrevivência ocorre através da possibilidade de falência dessas empresas, e através da referência aos “Risco Ruína”, citados na seção 1.1.

Tabela 2 – Variáveis Explicativas (*Features*) e Dependentes (Target) do Modelo de Aprendizado de Máquina para Risco de Crédito

|  |  |  |
| --- | --- | --- |
|  | Variáveis Explicativas  BNDES | Variáveis Explicativas  Receita Federal |
| Situações Cadastrais (SIT\_CAD):  3 – SUSPENSA  4 – INAPTA  8 – BAIXADA  Onde data da situação é posterior à data de financiamento, mas não é posterior à data do fim do contrato | * Porte Receita * Idade da Firma * Idade da Situação Cadastral * Natureza Jurídica * Número de Sócios * Idade média dos sócios * Estrangeiro Sócio (Dummy) * Qualificação do Sócio Responsável | * Taxa de Juros * Valor Contratado * Valor Desembolsado * Prazo de Amortização * Prazo de Carência * Modalidade de Apoio * Produto * Inovação (Dummy) * Porte BNDES (P, M,G) * UF * CNAE |

**2.3 Interpretação de Algoritmos de Aprendizado de Máquina**

Os modelos “caixas-pretas” são metodologias onde é possível identificar as suas entradas (*inputs*) e saídas (*outputs*), sendo obscuros os processos pelos quais os *inputs* foram transformados em *outputs*. Os modelos de aprendizado de máquina são algumas vezes denominados de “caixas-pretas”, significando a complexidade de tais modelos obscurecem o entendimento da conexão entre cada variável explicativa (*feature*) e as saídas do modelo, sejam elas probabilidades, classificações ou valores preditos.

O grande poder preditivo dos algoritmos de aprendizado vem acompanhado de maiores dificuldades na sua interpretação, devido a maior complexidade de tais algoritmos, e pela não-linearidade dos vínculos entre as *features* e o valor predito. A interpretabilidade é especialmente importante em instituições finanças, os quais precisam atender diferentes regulações, incluindo a explicabilidade das metodologias de classificação de risco de crédito. A explicabilidade dos modelos de aprendizado de máquina também esbarra em questões éticas e regulamentares, cujos desdobramentos já começam a ser abordadas, por exemplo, pela Comissão Europeia (2020).

Diante desses desafios, surgiram diferentes metodologias visando esclarecer ao usuário de soluções como uma determinada *feature*s gerou uma determinada saída, denominadas eXplainable AI (XAI). O conceito de aprendizado de máquina interpretável (eXplainable AI) surge para aumentar o conforto e a confiança das diversas instâncias de decisão das instituições nesses modelos. A *Feature Importance* (Kuhn & Johnson, *2013.*) é a técnica de interpretabilidade de aprendizado de máquina mais diretamente aplicável e compreensível. Entretanto, também podemos citar a abordagem LIME e valor-SHAP têm sido mais abertamente reconhecidos como o estado da arte.

Em finanças, a interpretabilidade é também importante para estabelecer a confiança do consumidor na metodologia de avaliação de risco de crédito utilizada. Nesse sentido, Bussmann (2020) e Ariza-Garzón et al. (2020) propõe um modelo XAI baseado em valores de Shapley aplicado no contexto de decisões de empréstimo para pequenas e médias empresas em plataformas de financiamento P2P. Por sua vez, HadjiMisheva et al. (2021) também exploram a as estruturas do SHAP e LIME no contexto do gerenciamento de risco de crédito, identificando obstáculos práticos na aplicação dessas técnicas a vários tipos de algoritmos de aprendizado de máquina, e propondo algumas soluções.

**LIME**

A técnica denominada modelo agnóstico interpretado localmente (LIME) procura aproximar um modelo de caixa-preta por um modelo local interpretável em cada previsão individual. Ribeiro *et al*. (2016) sugerem que essa abordagem é aplicável em qualquer algoritmo de classificação, uma vez que o LIME é independente do classificador original. O LIME procura ajustar um modelo local usando amostra de dados semelhantes à observação que está sendo explicada, fornecendo explicações para a previsão relativa a cada observação. As explicações fornecidas pelo LIME para cada observação X são obtidas da seguinte forma:

onde, G é a classe de modelos potencialmente interpretáveis, tais como modelos lineares e árvores de decisão: .

é a explicação do modelo.

: Medida de proximidade de uma instancia *z* de *x*.

: Medida de complexidade da explicação de .

O objetivo é minimizar a função de perda *L* localmente, sem lançar mão de pressupostos a respeito de *f*, assegurando a natureza agnóstica de *L*. Por sua vez, *L* é a medida agnóstica de quão infiel *g* é na aproximação de *f* na localidade definida por .

**SHAP**

Lundberg & Lee (2017) se inspiraram em conceitos de teoria dos jogos ao propor a metodologia SHAP de interpretação de modelos de aprendizado de máquina. A variabilidade das predições é dividida entre as covariáveis disponíveis, e a contribuição de cada variável explicativa para cada previsão de ponto pode ser avaliada independentemente do modelo subjacente (Joseph, 2019).

A metodologia SHAP (SHApley Additive exPlanation) procura expressar as previsões como se fossem combinações lineares de variáveis binárias, as quais descrevem se determinada covariável está ou não presente no modelo. O SHAP aproxima cada previsão por uma função linear das variáveis binárias , sendo as variáveis binarias e as quantidades de explicação, conforme:

onde M é o número de variáveis explicativas.

Somente modelos aditivos que satisfazem as propriedades de precisão local, *missingness* e consistência podem ser obtidos ao atribuir para cada variável um efeito , isto é, o valor de Shapley (Scott et al., 2018):

onde *f* é a explicação do modelo, são as variáveis disponíveis e são as variáveis selecionadas. A expressão demonstrada, para cada predição individual, o desvio dos valores de Shapley de sua média, ou seja, a contribuição da i-ésima variável.

Intuitivamente, os valores de Shapley são um modelo explicativo que se aproxima localmente do modelo original. Sempre que *x* for diferente de zero, o valor de Shapley também será (propriedade *missingness).* Se para um modelo diferente, a contribuição de uma variável para a predição for maior, então o valor de Shapley correspondente também será (propriedade de consistência).

Ambas as metodologias, LIME e SHAP, obtêm os parâmetros para contribuição de cada *feature* em cada observação (explicação local). Entretanto, eles diferem no algoritmo que leva a tal resultado. A fim de ver qual abordagem é melhor para detectar a contribuição das variáveis no nível local, tentamos uma abordagem não supervisionada e verificamos se é possível agrupar observações empregando uma matriz de dissimilaridade construída sobre pesos LIME e valores SHAP, empregando a distância euclidiana padronizada como o base para agrupamento.

**4. Resultados**

Tabela 3 – Métricas de Precisão

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | Catboost | ELM | XGboost |
| Treino | Acurácia |  | 0,9285 | 0,9293 |
|  | Escore F1 |  | 0,1135 | 0,5160 |
|  | Recall |  | 0,0644 | 0,5297 |
|  | Precisão |  | 0,4785 | 0,5029 |
|  | Escore KS |  | 0,7790 |  |
|  | AUC |  | 0,5295 | 0,9292 |
| Teste | Acurácia |  | 0,9284 | 0,9106 |
|  | Escore F1 |  | 0,1098 | 0,3848 |
|  | Recall |  | 0,0628 | 0,3979 |
|  | Precisão |  | 0,4332 | 0,3726 |
|  | Escore KS |  | 0,7795 |  |
|  | AUC |  | 0,5283 | 0,8819 |
| Out-of-sample | Acurácia |  | 0,9286 | 0,9113 |
|  | Escore F1 |  | 0,1138 | 0,3885 |
|  | Recall |  | 0,0662 | 0,4075 |
|  | Precisão |  | 0,4035 | 0,3712 |
|  | Escore KS |  | 0,7712 |  |
|  | AUC |  | 0,9184 | 0,8811 |

Tabela 4 – Distribuição das Probabilidade de Inadimplência

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Target | Contagem | Média | Desvio-Padrão | Percentil 25% | Percentil 50% | Percentil 75% |
| Catboost | 0 | 116.654 |  |  |  | 0,9285 |  |
|  | 1 | 8.862 |  |  |  | 0,1135 |  |
| ELM | 0 | 116.654 | 0,1296 | 0,0811 | 0,0976 | 0,1008 | 0,1260 |
|  | 1 | 8.862 | 0,2918 | 0,2476 | 0,2034 | 0,2482 | 0,3185 |
| XGboost | 0 | 116.654 | 0,0452 | 0,1966 | 0,0000 | 0,0000001 | 0,0001 |
|  | 1 | 8862 | 0,4790 | 0,4697 | 0,0003 | 0,3345 | 0,9997 |

Tabela 5 – Limiares de Probabilidade

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Target | Contagem | Média | Desvio-Padrão | Percentil 25% | Percentil 50% | Percentil 75% |
| Catboost | 0 | 116.654 |  |  |  | 0,928455 |  |
|  | 1 | 8.862 |  |  |  | 0,113524 |  |
| ELM | 0 | 116.654 | 0,1296 | 0,0811 | 0,0976 | 0,1008 | 0,1260 |
|  | 1 | 8.862 | 0,2918 | 0,2476 | 0,2034 | 0,2482 | 0,3185 |
| XGboost | 0 | 116.654 |  |  |  | 0,113791 |  |
|  | 1 | 8862 |  |  |  | 0,066235 |  |
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